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Abstract

We have investigating the use of Deep Learning (DL) to process sequences of images captured by
satellites aiming to improve the quality of river flow forecasting methods, because current ones are still not
accurate enough to support efficient management of large national electrical systems. Towards this goal,
we are assessing the accuracy of DL networks in extracting information from image sequences by means
of classification processes. We have set a test environment composed by an image sequence generator,
some generating models, the Nvidia DIGITS tool, two DL preset networks, and the needed hardware.
Each model produced one image sequence and one data series corresponding to a selected measure in the
images. We have trained the DL networks and evaluated its accuracy in extracting the measured data. In
this paper, we show that the performance of DL is extremely sensible to the image type, the measure taken
into account, and the DL network applied. Our process presented better performance recognizing coverage
area rates in images that resemble clouds and linear distances, but had poor accuracy with angles.
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1. Introduction

The river inflow forecast is needed to plan and operate electrical systems that depend on hydroelectric
plants. The more accurate the forecasting, the better the system efficiency. There are several methods to
execute this task, but their precision still must be improved, as indicated in [1]. In a previous work ([2]),
we applied a deterministic model for hydrological simulation [3], compared our results to the current models
used by companies [4], and showed the better performance of that model.

However, there is still room for improvements. We have found works driven by Artificial Neural Networks
(ANNs), as [5, 6, 7, 8, 9], as well as those driven by satellite and radar imagery [10, 11]. The combination of
both methods was considered a valid and promising approach by [12, 13, 14].

An attempt to employ DL and images in solar flare forecast can be found in [15], that lists two advantages
of DL in their context: a) DL can accept much large raw data as direct input; b) DL algorithms are online
learning algorithms, i.e., they can incrementally learn as new data items become available, what is a desirable
feature for real-time forecasts.

However the feasibility and the accuracy upper bound of the combination of image from satellites and
historical data series was not demonstrated at all for the river flow forecast.

As we stated in [16], the satellite imagery and historical data are too complex to the first evaluation of the
DL algorithms. The real images we have received from Geostationary Operational Environmental Satellite
(GOES) are 1,870 x 1,714 pixels sized, while several works use 256 x 256 pixels images.
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For instance, the ImageNet dataset is a collection of more than 15 million labeled high-resolution images that is used in world contests to push the state-of-art limits of image recognition, according to [15]. The same authors have down-sampled the images from that dataset to 256 x 256 pixels and processed them with DL in 224 x 224 pixels in order to do their research.

So, we have decided use synthesized images to explore the DL limits, as [17] has demonstrated this method in the training of ANNs and [18] pleads it is a cheaper solution for the production of large training sets. Moreover, we have found in [19] motion detection results in pictures that resemble those generated by our models.

In briefly, we generated image sequences associated with a given scalar measure, trained two networks with them, and tried to recover the measures from a set of unlabeled images subsequently submitted to DL. The DL tool itself collected the statistics we used to assess the results.

We have found that the process is very sensible to the characteristics of the images, the target measurement, and the network configuration. However, we reached Top-1 and Top-5 accuracies higher than 75% recovering coverage area of images that resembles actual clouds. Furthermore, the distinct networks have a non-linear, non-correlated, and hard-to-predict levels of accuracy. The next sections present our methods in details, our experimental results, and their discussion.

2. Models and Tools

The synthetic images were produced by seven basic models that define the patterns embedded in each image set. An image sequence must be viewed as an animation as one sees a cartoon on TV. Table 1 briefly describes the models. Three models define a small square wandering on the image, according to different walking patterns, and they have a variant where a reference line (rl) is drawn linking the center of image to the center of the square. Because the patterns are embedded in the sequence, there is no reason to compare single images among the models, since some images produced by one model are identical to those generated by other model. Figure 1 presents samples of distinct images used in this work. For now on, we consider ten models for simplicity, summing the seven basic ones and the three variants.

![Figure 1: Samples of images - a) Moving Point, Random Point, and Rotating Point; b) Moving Point, Random Point, and Rotating Point with the reference line; c) Flooding Area; d) Splashing Area; e) Gaussian Cloud; f) Triple Cloud.](image)

We have developed a Java program, named Fisgen - Fast Image Sequence Generator, that creates image sets following those defined models and some user choices, as set size, image resolution, image file type, grouping factor, and noise level [16]. There is an option to reproduce the temporal mismatch between observed and predicted data. The final version of Fisgen will be licensed by the Agency of Innovation of Unicamp\(^2\), possibly as an open source program.

For each model, Fisgen has created a set of images grouped along a series of folders according to the measures that need to be retrieved, complying with the Nvidia Deep Learning GPU Training System (DIGITS) version 6 input format.

For instance, the Moving Point Model produces an image sequence that, if it is seen as a single animation, shows a small square crossing diagonally the image area. This image sequence is distributed in a set of folders according to the euclidean distance between the center of the moving square and the center of the image. In

\(^{2}\)Inova - Agência de Inovação da Unicamp: www.inova.unicamp.br
Table 1: Description of the models used to generate image sequences and associated measures used in tests

<table>
<thead>
<tr>
<th>Model</th>
<th>The sequence as an animation where...</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moving Point (MP)</td>
<td>A small square crosses diagonally the image from the left to the right</td>
<td>Euclidean distance from the image center</td>
</tr>
<tr>
<td>Random Point (RA)</td>
<td>A small square appears randomly in the image</td>
<td>Euclidean distance from the image center</td>
</tr>
<tr>
<td>Rotating Point (RP)</td>
<td>A small square walks along a non-drawn fixed circular path</td>
<td>Angle of arc</td>
</tr>
<tr>
<td>Flooding Area (FA)</td>
<td>A centralized circle grows</td>
<td>Circle radius</td>
</tr>
<tr>
<td>Splashing Area (SA)</td>
<td>A set of points is randomly distributed in the image</td>
<td>Coverage rate</td>
</tr>
<tr>
<td>Gaussian Cloud (GC)</td>
<td>A set of points suggesting a cloud crosses diagonally the image</td>
<td>Coverage rate of a fixed centralized rectangle</td>
</tr>
<tr>
<td>Triple Cloud (TC)</td>
<td>Three GC instances suggesting an aggregate of clouds crosses diagonally the image</td>
<td>Coverage rate of a fixed centralized rectangle</td>
</tr>
</tbody>
</table>

The Flooding Area Model, an increasing circle gradually fills the image and the sequence is grouped in folders by the circle radius. In summary, for each measure, one set of folders was recorded.

In each test, one image sequence and its associated scalar data were generated. We have choose only a single measure for each model under evaluation and the set of image files was grouped in 8 folders by the respective measures values. The folder names provide DIGITS the range of values inside the group. From this point, the DL tool was able to get the information needed to be trained, towards a classification process.

After the training phase, we have submitted the same image sets as input to DIGITS, but without the group structure, labels, or any clue about their contents. So, we broke the convention cited by [15] of using half of the images for training and half for testing. We have proceeded in this way because we were looking for the accuracy upper bound of DL. Then, using the same images to train DL and to retrieve the measures, we provided that no new images were presented to the software, avoiding interference of possible new patterns.

The ten models were tested in two DL networks: Alexnet (AN) and Googlenet (GN). In order to use the standard configurations of both networks, we used 256 x 256 pixels images. We have ran the tests in two conditions: with and without noise. In the first case, the images were generated following the respective models algorithm. In the second case, we used the rate of 5% of noise, what means that Fisgen was instructed to replace randomly about 5% of the total image pixels with the foreground colors, i.e., the color used to draw the element to be considered by DL. The tests have employed 10,000 synthetic images for each model.

All tests were done without temporal displacement and the parameter epoch of the DIGITS was set to 200. For each test scenario, the following results were collected: Top-1, Top-5, and Per-class Accuracy. We have used one Nvidia Titan Xp GPU\(^3\) with the following specifications: 3,840 CUDA Cores, Boost Clock 1,582 MHz, 12 GB GDDR5X 11.4 Gbps.

3. Results and Discussion

The Top-1 accuracy was always smaller than Top-5 accuracy. The DL tool Top-1 accuracy ranged from 12.7% to 99.5% (two isolated cases) and Top-5 accuracy ranged from about 55% to 100%. Table 2 shows the results of all tests and allows performance comparisons.

As a general rule, the introduction of some noise in the images reduced the performance of the DL, with few exceptions. Top-5 accuracy was 100% in 13 out 20 noiseless scenarios and 6 (plus two 99.9% scores) out 20 noisy cases.

Both network configurations are somewhat similar in the accuracy range comparing the minimum and maximum values for Top-1 and Top-5 groups, independently of noise. Average and median indicate that, for the overall set of scenarios, AN has a better accuracy in most cases without noise, whereas GN performs better with noise.

\(^3\)Full specifications in www.nvidia.com/en-us/titan/titan-xp/
Table 2: Results of the processing - 256 x 256 pixels images

| Model | Alexnet | | Googlenet | | | | |
|-------|---------| | | | | | |
|       | 0% Noise | 5% Noise |       | 0% Noise | 5% Noise |       | 0% Noise | 5% Noise |       |
|       | Top 1 | Top 5 | Top 1 | Top 5 | Top 1 | Top 5 | Top 1 | Top 5 | Top 1 | Top 5 |
| MP    | 62.9 | 100.0 | 14.0 | 70.0 | 56.5 | 100.0 | 52.5 | 99.4 |       |       |
| MP rl | 58.3 | 100.0 | 13.8 | 69.2 | 63.2 | 100.0 | 14.0 | 70.0 |       |       |
| RA    | 66.6 | 100.0 | 51.6 | 100.0 | 27.6 | 87.3 | 26.6 | 90.7 |       |       |
| RA rl | 64.2 | 100.0 | 52.8 | 100.0 | 63.0 | 100.0 | 53.0 | 99.9 |       |       |
| RP    | 12.9 | 64.5 | 12.9 | 55.4 | 12.9 | 64.5 | 12.9 | 64.5 |       |       |
| RP rl | 13.2 | 64.9 | 12.9 | 64.4 | 12.9 | 64.5 | 12.9 | 64.5 |       |       |
| FA    | 61.3 | 100.0 | 13.8 | 69.1 | 57.8 | 97.0 | 57.0 | 99.0 |       |       |
| SA    | 12.7 | 63.6 | 12.7 | 63.6 | 51.3 | 100.0 | 63.8 | 100.0 |       |       |
| GC    | 99.5 | 100.0 | 99.5 | 100.0 | 79.4 | 100.0 | 99.5 | 99.9 |       |       |
| TC    | 84.4 | 100.0 | 75.4 | 100.0 | 79.4 | 100.0 | 76.2 | 100.0 |       |       |
| Maximum | 99.5 | 100.0 | 99.5 | 100.0 | 79.4 | 100.0 | 99.5 | 100.0 |       |       |
| Minimum | 12.7 | 63.6 | 12.7 | 55.4 | 12.9 | 64.5 | 12.9 | 64.5 |       |       |
| Average | 53.6 | 89.3 | 36.0 | 79.2 | 50.4 | 91.3 | 46.9 | 88.8 |       |       |
| Median | 62.1 | 100.0 | 13.9 | 69.6 | 57.1 | 100.0 | 52.8 | 99.2 |       |       |

In presence of noise, AN reduced its accuracy in the most cases and kept the indicator in the remaining ones. In the same way, noise decreases the GN accuracy in most cases and some scenarios were kept unchanged, but there are 4 cases of accuracy increase.

Taking each model into account, we observed plenty of performance scores in the tests.

Moving Point and Random Point image sequences were correlated with the euclidean distance between the image center and the small walking square center. The accuracy of both networks decayed with noise for Linear Moving Point, GN having better result in most cases. For Random Point Model, we observed some differences: AN kept the 100% Top-5 accuracy with and without noise; GN had a poor performance without a reference line.

Each image generated by Rotating Point was related with the angle of the arc described by the small square in its circular path. Both networks were unable to identify the groups, presenting accuracy about 13% for Top-1 groups and less than 65% for Top-5. Noise and reference line do not appear to play an important rule in this case.

Flooding Area model produces image labeled by the radius of a centralized growing circle. AN showed a slight better accuracy in noiseless scenarios, but decayed when noise was introduced. On the other hand,
Table 3: Pearson Correlation Coefficient for Per-Class Accuracy data series

<table>
<thead>
<tr>
<th></th>
<th>AN 0% Noise</th>
<th>AN 5% Noise</th>
<th>GN 0% Noise</th>
<th>GN 5% Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moving Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AN 0% Noise</td>
<td>-0.11</td>
<td>-0.10</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>AN 5% Noise</td>
<td>-0.11</td>
<td>0.41</td>
<td>-0.03</td>
<td></td>
</tr>
<tr>
<td>GN 0% Noise</td>
<td>-0.10</td>
<td>0.41</td>
<td>-0.14</td>
<td></td>
</tr>
<tr>
<td>GN 5% Noise</td>
<td>0.98</td>
<td>-0.03</td>
<td>-0.14</td>
<td></td>
</tr>
<tr>
<td>Flooding Area</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AN 0% Noise</td>
<td></td>
<td>0.54</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>AN 5% Noise</td>
<td>0.54</td>
<td>0.57</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>GN 0% Noise</td>
<td>1.00</td>
<td>0.57</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>GN 5% Noise</td>
<td>1.00</td>
<td>0.58</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

GN was immune to the random noise.

The relative number of drawn pixels, or coverage rate, was measured for each image generated by Splashing Area. In this case, AN was indifferent to the noise, but presented low accuracy, whereas GN reached better results and performed better in noisy images.

Gaussian Cloud and Triple Cloud models associate each image with the area of a centralized rectangle covered by the synthetic clouds along their path in the draw. AN had a better Top-1 accuracy without noise; GN had a performance increase when noise was in place for Gaussian Cloud. Both networks have similar results for Top-5 accuracy, with or without noise, reaching 100%.

The Per-Class Accuracy recorded by DIGITS in the tests showed an irregular pattern, because some of runs performed better for the first groups, others for the last groups, and others have peaks in random groups. Figure 2 presents the per-class accuracy for Moving Point and Flooding Area. Illustrating this irregular behavior, in the first case, the patterns among the 4 tests are quite different, but, in the second case, 3 out 4 patterns are similar, whereas one is completely different.

Table 3 lists the Pearson Correlation Coefficient calculated for the Per-Class Accuracy data series showed in Figure 2. In the first case, the absolute values span from 0.03 (no correlation at all) to 0.98 (almost perfect match) and there are negative coefficients. The smallest absolute correlation was verified between the per-class accuracy of AN with and without noise, i.e., the accuracy of the network could not be correlated with itself when the noise was changed. Conversely, the greatest absolute correlation was between AN without noise and GN with noise: the two networks, each one in one opposite scenario. Except for this last condition, no correlation among the data could be considered.

In the second case, the situation is quite different. There are no negative coefficients and their values span from 0.54 to 1.00. The perfect correlation was verified between AN without noise and each of GN runs, and between both GN runs. We have observed the same overall irregular behavior in the other tests.

4. Conclusions

We are investigating the use of DL extracting information from image sequences, aiming to improve river flow forecasting methods. Because the feasibility of it was not still demonstrated, we are conducting an exploratory research to evaluate the accuracy of DL in data extraction. In the current phase, we have used synthetic image sequences, generated by simple models, to keep all the image parameters under strict control. Our experimental tests were carried out exercising standard configurations of AN and GN from Nvidia DIGITS running over Titan Xp GPUs. We have used 256 x 256 pixels images, in sequences of 10,000 individual images.

We have concluded that the process we are doing is extremely sensible to several factors: the image type, i.e., what is drawn in the picture; the measure taken into account, because DL had different accuracies...
according to the underlying data of the images; and, the DL network employed to do data extraction, since the performance has varied in case by case basis.

Our DL tool showed promising results extracting data form GC and TC models, that are closer to actual clouds than the others, but was not suitable to recover measures in some situations, particularly for RP, and RP + rl models. So, DL had better results extracting coverage rates and linear distances, but was inefficient to recognize arc angles. Coverage area of the entire image was better recovered by GN processing SA model.

A finer look in the per-class accuracy of DL has revealed very irregular, non-correlated, and non-linear patterns in performance. We intend to make some adjustments in the DL parameters, in order to reach superior Top-1 accuracy over our tested scenarios.
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